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Abstract

This study introduces an innovative approach to learning Chinese by leveraging unique sound-
character relationships. By employing the concept of entropy in sound-character mappings, we
provide a systematic method for identifying and categorizing characters based on their phonetic
uniqueness. Our approach specifically targets listening and writing skills, focusing on improving
dictation abilities by distinguishing between sounds corresponding to unique characters and those
associated with multiple characters. This method not only facilitates accurate character writing but
also reinforces correct pronunciation, leading to comprehensive improvement in Chinese language
proficiency. By providing quantitative measures of the relationship between pronunciations and
characters through entropy calculations and integrating these findings into practical learning tools,
this study contributes to a more nuanced understanding of Chinese learning. It offers practical
applications for both educators and learners, potentially enhancing teaching effectiveness and learner
outcomes.
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1 Introduction

Learning Chinese as a second language poses unique challenges due to the complex relationship between
its phonological and orthographic systems. Unlike alphabetic languages, where letters correspond to
specific sounds in a relatively transparent manner, Chinese characters often share the same pronunciation
but represent different meanings, leading to a high degree of homophony (Lee & Huang, 2022). This
abundance of homophones, combined with the logographic nature of Chinese writing, creates difficulties
in character recognition and production for learners (Hsuan, Tsai, & Stainthorp, 2018).

Phonological awareness—the ability to recognize and manipulate the sound structures of spoken
language—is crucial for reading acquisition in any language (Tseng et al., 2023). In Chinese, despite its
non-alphabetic script, phonological awareness helps learners distinguish between syllables and tones,
which is essential for differentiating homophonous characters (Siok & Fletcher, 2001). However, Chinese
orthography poses additional challenges due to its low orthographic transparency.
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Orthographic transparency refers to the consistency and predictability of sound-symbol correspondences
in a writing system (Ho, Yao, & Au, 2003). In Chinese, many characters contain phonetic components
intended to provide pronunciation cues, but these cues are often inconsistent or misleading. This
inconsistency means that learners cannot reliably infer a character’s pronunciation from its visual form
alone, complicating the development of reading and writing skills (Lin et al., 2019). Moreover, the
act of writing Chinese characters engages cognitive processes deeply involved in reading. Cao and
Perfetti (2016) found greater neural involvement of writing in Chinese reading than in English reading,
highlighting the intricate connection between the physical act of writing and the cognitive processes
of reading in Chinese. Similarly, Chai and Ma (2022) demonstrated that character writing proficiency
significantly predicts reading ability in second language learners, underscoring the importance of
integrating writing practice in Chinese literacy instruction.

The prevalence of homophones further complicates language learning. Multiple characters can share
the same pronunciation but have different meanings and written forms. Liu and Wiener (2020) found
that while homophones can facilitate lexical development by allowing learners to leverage existing
phonological representations, they can also cause confusion. Learners may struggle to distinguish
between characters that share the same pronunciation, especially without contextual cues (Wiener, Lee,
& Tao, 2019). This cognitive load affects learners’ production accuracy, as task complexity and prior
knowledge significantly impact their ability to produce new words (Liu & Wiener, 2021).

These challenges—phonological awareness, orthographic transparency, and homophones—are deeply
intertwined. Low orthographic transparency hinders the ability to connect phonology with orthography,
making it difficult for learners to apply phonological awareness effectively (Tseng et al., 2023). The high
degree of homophony exacerbates the issue, as learners encounter many characters sharing identical
pronunciations, increasing ambiguity in both listening comprehension and character writing.

To address these challenges, a quantitative approach is needed to assess the ambiguity in sound-
character mappings. Entropy, a concept from information theory introduced by Shannon (1948),
measures the unpredictability or uncertainty within a system. In the context of Chinese language
learning, entropy can quantify the degree of ambiguity associated with a given pronunciation.

By calculating the entropy of pronunciations, we can determine how many possible characters
correspond to a specific sound and how evenly distributed their frequencies are. High entropy indicates
that a pronunciation maps to many characters with similar frequencies (high ambiguity), while low
entropy suggests fewer characters or a dominant character (low ambiguity). For example, consider
characters like . (w0), &t (néng), 7K (shui), 4 (wai), & (z&n), 7 (fang), itk (ci), and 7 (gii). Their
pronunciations are uniquely associated with these specific characters, eliminating ambiguity. Conversely,
hearing the pronunciations “yi” or “shi” may lead to ambiguity due to the large number of characters
sharing these pronunciations.

This metric provides a clearer understanding of the phonological and orthographic challenges learners
face. By categorizing syllables based on entropy, educators can tailor instructional methods, starting
with low-entropy (less ambiguous) pronunciations and progressively introducing higher-entropy ones.
This approach aligns with the scaffolded learning principles (Lightbown & Spada, 2013) and supports
integrating tone learning with vocabulary instruction, enhancing pronunciation and overall language
proficiency (Liu & Xiao, 2021).

2 Contributions of the Current Study

This study introduces an entropy-based approach to analyze sound-character mappings in Chinese,
offering a systematic method to quantify and categorize pronunciations based on their ambiguity. Our
contributions are as follows:
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1. Quantitative Analysis of Ambiguity: We apply entropy calculations to Chinese
pronunciations to measure the uncertainty in sound-character relationships. This analysis
provides insights into the extent of homophony and its impact on language learning.

2. Integration with Educational Tools: We develop specialized flashcards compatible with
the Pleco app, incorporating our entropy findings into practical learning resources. These
tools are designed to enhance listening and writing skills by focusing on pronunciations with
varying levels of entropy.

3. Implications for Teaching Strategies: By categorizing syllables based on entropy,
educators can tailor instructional methods, starting with low-entropy pronunciations and
progressively introducing higher-entropy ones.

By bridging the gap between theoretical analysis and practical application, our study offers a novel
strategy to enhance Chinese language proficiency. The entropy-based method provides a new perspective
on addressing the complex interplay between phonology and orthography in Chinese, potentially
informing both pedagogical approaches and linguistic research. Notably, this approach resonates with the
ideas of Yuen Ren Chao, who emphasized understanding the intricate relationships between sounds and
characters in Chinese (Chao, 1968).

The subsequent sections of this paper will detail the methodology, findings, practical applications,
and implications of our entropy-based approach. We will present an analysis of the most common pinyin
and their associated characters, as well as measures of the entropy of character distributions. Our findings
will highlight the most common and highest entropy pinyin, and the practical application section will
discuss how these insights are implemented through the Pleco flashcards to enhance Chinese language
learning.

3 Methodology

3.1 Frequency concepts

In this study, we employ several interrelated frequency concepts that form the foundation of our analysis.
Understanding these concepts is crucial for interpreting our methodology and results:

1. Character Frequency: This refers to how often a specific Chinese character appears in texts
or usage. Character frequency is typically expressed as a percentage or relative frequency
compared to other characters. For example, common characters like # (de) or 5= (shi)
appear much more frequently than others.

2. Pinyin/Pronunciation Frequency: This is the raw count or absolute frequency of how often
a particular pinyin appears in the corpus, regardless of which characters it represents. For
instance, the pinyin “de” is very common as it represents several high-frequency characters.

3. Relative Pinyin Frequency: This is the pinyin frequency expressed as a percentage or
proportion of the total pinyin occurrences in the corpus. It allows for comparison of pinyin
usage across different datasets or corpus sizes. The relative pinyin frequency is particularly
important in our study as it helps learners understand the prevalence of certain sounds in
spoken Mandarin. For example, there are many zero-entropy pinyin sounds (those that map
to only one character), but their frequencies can vary greatly. Common ones like “wd” ( % )
and “da” ( X ) are heard frequently, whereas others like “13” ( % ) and “I6u” ( # ) are far
less common. By reporting the relative percentage for each pinyin sound, we provide insight
into which sounds learners are most likely to encounter in real-world usage.

4. Character-Pinyin Pair Frequency: For polyphonic characters (those with multiple
pronunciations), we consider the frequency of each character-pinyin pair separately.
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This approach captures the nuanced usage of these characters in different contexts. For
instance, the character 1T can be pronounced as “xing” or “hang”, each with different usage
frequencies.

5. Cumulative Frequency: This is the sum of relative frequencies up to and including a given
pinyin. It helps in understanding how much of the language can be comprehended by
learning the most frequent pinyin sounds and their associated characters.

These frequency concepts form the basis of our entropy calculations and help distinguish between the
prevalence of characters and their pronunciations. By considering these different aspects of frequency,
we provide a comprehensive analysis of character usage patterns and pronunciation variability in modern
Chinese.

The interplay between these frequency measures is crucial for our study. For instance, a pinyin
with high relative frequency but high entropy (mapping to many characters) presents different learning
challenges compared to a pinyin with low relative frequency but zero entropy (mapping to only one
character). Understanding the frequency of specific character-pinyin pairs within polyphonic characters
can guide learners in prioritizing the most common usages.

3.2 Data sources

We utilized two primary data sources to analyze the frequency and characteristics of Chinese characters:
the Chinese Character Wiki provided by Dong Chinese (https://www.dong-chinese.com/wiki) and
character frequency lists compiled by Jun Da (http://lingua.mtsu.edu/chinese-computing).

The Chinese Character Wiki is a free and open-source dictionary that includes a comprehensive range
of information on Chinese characters (Olsen, n.d.). This resource covers stroke orders, pronunciations,
definitions, examples, origins, and component breakdowns, making it particularly useful for Chinese
language learners. It focuses on commonly used characters, avoiding rare and esoteric ones, which
enhances its practical value for learners.

The repository of the Chinese Character Wiki database contains 93,846 entries, but after filtering
to include only simplified characters with pinyin frequencies, it is reduced to 2,822 characters. This
database provides pinyin frequencies (including respective frequencies for polyphonic characters),
character components, HSK levels, number of strokes, and frequency of appearance in movies and
books. The comprehensive nature of this database makes it an invaluable tool for learners aiming to
improve their proficiency in the Chinese language.

The I AR IXiE ¥ 5 F 3 (Modern Chinese Character Frequency List), curated by Jun Da ( % %% ,
2004), provides a comprehensive character frequency list for modern Chinese. It includes characters
along with their pinyin but does not offer the relative proportions for polyphonic characters. The dataset
comprises 9,933 characters with details on their associated pinyins, relative frequencies, and English
meanings sourced from the CEDICT Chinese-English Dictionary.

Both datasets were utilized and analyzed to achieve a comprehensive understanding of character
usage and pronunciation frequency in modern Chinese. By integrating data from the Chinese Character
Wiki and Jun Da’s dataset, we aimed to provide a nuanced analysis of character usage patterns and
pronunciation variability.

Entropy calculations require pronunciation frequencies of different characters, which is a primary
reason for using the Chinese Character Wiki dataset. Although this resource is comprehensive, the 1%
X iE ¥ 5 F Ji dataset supplements the results by providing rare characters associated with the given
pinyin in parentheses. It is noted that the characters presented in parentheses do not contribute to the
entropy calculation as these characters do not have recorded pinyin frequencies in the Chinese Character
Wiki dataset.
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3.3 Entropy calculations

Entropy is a measure of uncertainty or unpredictability in a system (Shannon, 1948). In this context, we
use it to quantify how predictable a character is from its pronunciation. Lower entropy indicates higher
predictability, while higher entropy reflects greater ambiguity. For Chinese syllables, entropy can be
expressed as:

where is the probability of the i-th character given a specific pronunciation p, and the sum is over
all characters  such that

For example, the pronunciation “d4” corresponds uniquely to the character T , resulting in an entropy
of 0 because and for all other characters . Conversely, “shi” corresponds to
several characters including 1 (ten), Bt (time), and 52 (real), and others, resulting in a positive entropy
value.

An entropy value of 1 is equivalent to two equally likely characters. An entropy of 1 can also be
obtained with several characters, though not all equally likely. For example, “dao” is associated with the
characters 2| , 3 , 18] , £ , % , and ¢ (excluding other very rare characters) with relative frequencies
of 10,331, 2,324, 530, 92, 52, and 11, respectively. After normalizing the frequencies so they sum to one,
the entropy of “dao” is calculated to be approximately 1. This suggests that the uncertainty associated
with mapping a character to “dao”, devoid of context, is equivalent to choosing between two equally
likely characters. Although there are six characters associated with “dao”, the character %| is the most
likely, occurring 77% of the time, followed by i and 2| at 17% and 4%, respectively.

More generally, a pinyin associated with an entropy of n would be equivalent to having 2" equally
likely characters associated with the respective pronunciation. This quantitative measure allows us to
rank pronunciations based on the ambiguity of their character mappings, providing valuable insights for
language learners and educators.

By applying this entropy calculation to all pinyin in our dataset, we systematically quantify the
predictability of characters based on their pronunciations. This method enables us to identify zero-
entropy pinyin, such as “shui”, which map to single characters and present less ambiguity, as well
as high-entropy pinyin, such as “shi”, which map to multiple characters and present greater learning
challenges.

4 Results and Discussion

4.1 Entropy analysis of common Pinyin

Our analysis of Chinese character and pinyin frequencies revealed several key insights, presented in
three tables and one figure. Table 1 displays the 300 most frequent pinyin along with their associated
characters, including rarer characters in parentheses. The table also lists the cumulative percentage
of occurrences for each pinyin and its respective entropy value. Including rare characters ensures
comprehensive coverage, while cumulative percentages provide insights into the relative commonality
of each pinyin. The entropy values offer a quantitative measure of the ambiguity associated with each
pinyin, with lower values indicating less ambiguity and higher values reflecting greater uncertainty in
mapping a given pinyin to its corresponding character(s).

Figure 1 visually represents the relationship between the frequency of occurrence (percentage) and
the entropy of various pinyin in the Chinese language. The graph employs a dual-axis system to display
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both percentage (left y-axis, dark gray bars) and entropy (right y-axis, light gray bars) for each pinyin
along the x-axis. This visualization facilitates a quick comparison between how often a pinyin is used and
how ambiguous it is in terms of character mapping. Pinyin with high frequency and high entropy, such
as “de” and “shi”, stand out as frequently used sounds with multiple possible character representations.
In contrast, pinyin like “le” and “w0” show high frequency but low entropy, indicating less ambiguity
in their usage. Pinyin with zero entropy are highlighted with slightly darker text labels. This mapping
offers a novel way to explore characters and understand the relative abundances of certain pinyin and the

number of associated characters, potentially aiding in the development of targeted learning strategies.

Figure 1

Percentage of Occurrence and Entropy Values for Common Pinyin in Chinese

Note: Blue bars represent the percentage of occurrences (left y-axis), while red bars indicate the entropy

(right y-axis) for each pinyin.

Table 1

Most Frequent Pinyin, Associated Characters (including rare characters in parentheses), Cumulative

Percentages of Occurrences, and Entropy Values.

Pinyin Character(s)

Cum. % Entropy

de
shi
y1
le
bu
ta
w0
zai
you
rén

zhe

HiE (&)
AEHTALTIUARKEERRFEFLHR (R Fefia
A A B S o P S o B O A AR A A )
—ERRF (B PRARFHHTE)
T (1)

AW (EARAE )

Tt e B3R (B IRAEHOR )

&

EER (HER)

AR (BBEFREEH SRR E)

A (ZEEH)

X (R A RS AR )

5.273
7.481

9.529

11.331
13.007
14.416
15.806
17.072
18.154
19.164
20.165

0.727
1.704

0.323
0.000
0.891
1.228
0.000
0.439
0.114
0.000
0.000
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Pinyin Character(s) Cum. % Entropy
shi B RA Al (A e sk A it S pk i R &) 21.083  2.009
men {117 21979  0.015
lai & (GRIRARIR SR AR ) 22.850  0.000
gé NE (BAERE) 23.658  0.568
dio  F|#EE ERE (%%%;ﬁﬁ%ﬂwﬁc 24457 0.999
hé fob Mgt e (R EEERLTEHEZMBE BB ERE 25233 1.326
g & 7"<)
shang L (45) 25.974  0.047
jin RBEE (RAOREEBHER) 26.690  0.409
da X 27.384  0.000
ni Rk (B ) 28.040  0.021
zhe EE (%) 28.678  0.011
li EFEALAE (v (0 G T A A A A A 4Y ) 29.305  0.851
shus 3 () 29.918  0.000
yi BNV F A L HAFERRILANEZGE, (RBEFHLEEEIE 30484 2483
%%E%f%%%ﬂé%%ﬂ%%i%%ﬂ}?éﬁﬁéﬁnﬁfaﬁiiwﬂ %%Wﬁﬁ%
LB RE ER R A AL ENY B RIS R H
yao FURY (ERERE R RELHE) 31.030  0.331
yi DLEL A BT (238 5% W 47 47 e 9 R AR AN M I 4 7% ) 31.535  1.025
zud R E (R EEAEAE FEVEFE K ) 32.039  1.540
shén  frE () 32.535  1.369
me 2 (BF) 33.017  0.000
di B M 58 T S A (R IR A W A A T SR O S ) 33487  1.540
yé 1, B oa () 33.953  0.336
gong ATIHERE 55 (ARZEmLEaERE) 34.408  1.528
li J RS BT G o kLR % (F A F R R 5 B MARAR F 34.859  2.592
WE A R YR 5 W B 5 R 4 5E R JRE AR T A OF B AR R RSB )
qu M (LR H) 35309  0.154
sheng @F_}—%— FHat (REAEAE AR 22 RE4E ) 35.755  1.204
zhi R LR Z BT (KB A & 5 IR iR 354 ) 36.191  2.364
na %MWJ (HRSh BB A B A 4 88) 36.627  0.047
hai :"Jﬁ (&) 37.054  0.665
hui LE% (EFByAEgigsd SR LA 37474 0.184
%éé@%%%ﬁ)
jian R DR UL S AT G R A B A o (MR TR N R R LB SEBE 37.893 2402
FB RS AR I R AW B A 5 )
7i %% 38312 0.140
zhi EEESE (BEEETHE) 38.730  0.128
xia TET (EH) 39.135  0.330
jia FKAufE K Hn (P 7 0 i 22 Jom ik 30 0 0 B2 4R 56 IR BB ) 39.536  0.997
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Pinyin Character(s) Cum. % Entropy
xian  BL&REmRIE K &k kG (IR HO0ULARM BRE BLAF ) 39.936  1.949
wéi AR IRERERE (BHMAEEAETE R EmEERER 40335 1961
R & 5)
dui XEPA (St A R R S A BT ) 40723  0.773
guo ( W 5% 4 AR A ) 41.107  0.000
chéng AR AW TE EAE (75 KA AE KGR bR B 32 A0 A2 3 4075 ) 41484  1.466
k& g () 41.849  0.066
méi AR B AR E e (O VB A B R RS AR TR RE S R ) 42214 0.588
hio ) 42,577  0.000
kan & (A ) 42.939  0.000

ji FITLHHTRLH4REANTR (TSR ENFBECHEREZHE 43299 3.225
RS ES Y Tl W e gt S R L
AR E)

qi RLEE (AR EBIRED) 43.657  0.396

J UL 7 AR 8 28 S ALLRIL (5 JUAE A ey B L 8 R B A 22 4 44.009  2.624
LRA B A S REDROAA ER A BN M ERRHE T

BEE)
dou A% () 44352  0.064
zhong HAME (KEENEMKEHREN) 44693  0.765
xué ¥ (RERWEE) 45031  0.000
dus  £% (WEE) 45366  0.048
néng  # 45701  0.000
nidn  4EFE CRrb AR ) 46.035  0.050
zhéng  IEBGEIEAVE#H (W% H# 46367  1.798
xido  /PNEBE (fREERH) 46.697  0.113
xiang M E (MR EEMEE) 47.027  0.698
XIn NFTE R G (BEITRET ) 47355  1.203
you  E4iEE (MibtuE S REFEE) 47.683  0.570
hua  EfRIEAE () 48.008 1.680
dong iRk (AR (R 1 e AR R AR 5 3 2 ) 48331  0.425
i DL (FEEYLEH ) 48.652  1.269
zi B (BKmt a5t ) 48972 0.548
Jin PR EEE (T R HeE KA i 5 IR A2 ) 49.291  1.282
ba £ (¥E4E) 49.610  0.000
tian Rias (#) 49.925  0.139
zhi RAg b 4ehE (B RHA%RR e 3L Ak AR Bk 3 AR AR K 1 46 780 50.240  1.561
guo It () 50.550  0.000

zhi FHERFTEERPAR (RBRIHBBEL BB MEMEL 50853 2305
g%%%%mﬁ}ﬁﬁ%ﬁm%?H@:éﬂi%aﬁ%@c%%%%ﬁﬁ@%%‘
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Pinyin Character(s) Cum. % Entropy

yuan  JR ROTREE R &R (REER L EE TRIR &I A & A& 51151 2384
%W 5

yong A (ff) 51.449  0.000

ba EEEERIINE 51.738  1.640

fa £ (%) 52.027  0.000

i B R RS ERBHES CCMFERIR B H G ZAR B K W RRE 52315 2.313
DA R U S )

min K REBRIERDE) 52.595  0.000
yang  #ik (HPE) 52.874  0.035
ne W, 53.150  1.000
jiao WA E R (BRI AR R 53.425  1.728
qian A (L EBITHEDHERAB ) 53.694  0.787
sho  HORBM R EA (FBERBRATERREERA) 53.958 2346
xing  ATRAR (FRAIGEZH) 54221  1.287

ya TR RS (57 /7R E SO w BRSO SRR R 54471 0.864
& VA Ay B AR B TR AT A TR SR LR T L ST )

chan 4" (g EH 4 M M%) 54720 0.113
jing  SHNHEREZR (RARETSEREE LEELAE) 54966  1.408
she AT e (RBBRSERLER) 55211  1.544
dai AREHFREE (RELATERRNIELFHMBRE FH) 55.455  1.938
ér w7 L Tl 4 A ) 55.698  0.592
wéi AR (VST A A AR A E AR V) 55.940  1.798
dign S HPE (BLEERR ) 56.175  0.192
shi fEse B R (RXBE) 56.407  1.535
zhan b b (ESetk =) 56.639 1272
réan R (BEEWR) 56.868  0.371
cong M CFEZFEEF) 57.094  0.132
Xie LBk (AR 45 k) 57320  0.154
héen  RAR (FR) 57.545  0.208
qi ABFARNH (ZERCRBIGRESLIZERE) 57769  1.525
jie SN EE TR T A i 22 ) 57.993  1.650
xiang AR ZIAG (FH %) 58214  1.011

jian JEUE A 2R )R SRR T AT AL (R A 0HE R R AR AR R RS Bk R AR 58433 2.047
ELIEES SRS S Sk b )

130 ¥ (HEEEHEE) 58.648  0.000
wil MNHBREFE (BB REEERERENAZLKEZNE) 58860 1454
zhong  FHhf (KEEAEE ) 59.070  0.059
kai FH (F9) 59279  0.033
bian  TERAHESE (T T AL TFERT LK) 59.486  1.729
ye AP 7R P T AR (3 PR AR R e M R 3 R A AR ) 59.692  1.576

quan  APURE (ABREHARELARBAELRBRESE) 59.896  0.804
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Pinyin Character(s) Cum. % Entropy
shou  FEHF (fH) 60.095  0.938
zhong FFHER (FHREF) 60294  1.421
tou S (BE4) 60.493  0.400
shen  FRS WM aw (REMBEBE R LB ES) 60.691  1.376
r )L 60.886  0.000
ti R (REZR 5 A B R R I PR AR A0 RE BR AR WY ) 61.080  1.069
liing 695 (173 A4 45 ) 61.273  0.000
chaing KEFGEEM (EHREHME) 61.465  1.443
ou & (&) 61.655  0.000
béi PEE N EEN (EFNEREZREES AN HERH) 61.842  1.936
glo EEEX (EREgRBEE) 62.028  0.141
din  EHEXEEEL (GHRESEEEEEEHHEEL) 62213  1.338
guan #:ﬂ)u B (BERHESRBEE) 62397 1327
san = (B Z238) 62.578  0.000
you [ UG AR ER Al (O SR R A TR ke s AR ) 62.759 1750
hui ] (3 1 4 ) 62.936  0.000
ju WEAREEEREEEE (BEEEEEEEEERERBHEE 63.109 2610
SESE AR )
yue  FBURFIERNL (-5 E A4 B aie B2 I g ) 63.282 1407

jué P AR VE OB B RO VB R B IR R A R IR B AR T 63.454 1.464
SRR A T JE R S EAR R

géi % (%) 63.625  0.000
wen 8] (ZECEE ) 63.795  0.000
céi A (&) 63.965  1.095
shui & 64.134  0.000
ding  EITHE (474 v Befie T 4747 % 7 4¢ ) 64.301  0.308
fang  FH (FFEAF L) 64.468  0.043

yéan EHE ISR AR (JF Bl SE RIS B B R AL B E I FE ST ) 64.635  2.370
zhu FEHAENAEE (FEZ0PTFEREEE I E BRI 4 64801 1.648

SEEFTEER)
gen  RIR 64.967  0.991
sud B &A1 30 (w4444 ) 65.132  0.515
ding %3 (BEH) 65296  0.196
yin R B FR A CBRT97 T VR, P i IR SEE A T A A A ] 0 AR 5 4 B T ) 65.459  1.129
ming W& (4% EZERERE R G Y ) 65.622  1.011
or = (RAER) 65.785  0.000
wil AR FEEE (ESHR PRI rdE es) 65.948  1.481
qing  IFRFMAE (s HEE) 66.111  1.915
ming & (%) 66.273  0.000

shi mEILXRENE LR (TB) 66.433  2.254
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Pinyin Character(s) Cum. % Entropy

fu AR GE BT A A (e R B3 AR D #HE & A M 66,591 2,969
B )

yin  RERT (BTERERBRFEEX T SE S EINEE) 66.749  0.780

fen AR RS (BB E ) 66.906  0.526

gé WERE (BEEERRAERD SRS 67.062  0.883

It BrEE R (REBERERE T RERR IR ERHE T EH& 67218 1.209
B SR B R B R R )
zhen  FEATEM (VI BBV BRI E R S AME) 67372 0.906

si Va4 (AR S5 B AT B4R I AT WL OF AR AR 4 B R AR ) 67.524  0.733
ban  FRFEAIERE (AEREAE) 67.675  1.434
kuai SRR (BBRret s e i) 67.826  1.091
rén N (T A AN AL R A F ) A ) 90 i A AR SR AL A2 90 ) 67.975  1.036
dang % (&4#&E) 68.124  0.000
déng  F (&) 68.272  0.000
ma v R () 68.418  1.371
zhi B IRAAETE ({2 B4 P B B RS ) 68.563  2.111
xian  SEEAFIR (BLEMEANRREHELHE) 68.708  1.013

qi A FF R Al (R B A 8 B AR AR e T 3 UK B 68.850  1.777
5T FE I EC A A T B B R L A T R B )

jin G5B E WA (B E D) 68.992  1.920
xing M EN ([THEFEEE) 69.133  1.606

X1 B A BT A S R R E R R R (AR a e Z R 69.273  3.276
BE 30 G i D Bl A O (2R R B I 2 BOR AT A B R T 4
BASE g AR A )

ri Wik (EHFEFEMEFTRENE) 69.413  0.071
bian W4 (AL4E RS AR iE 1E ) 69.552  0.641
bén K (CK&HHM) 69.691  0.000
zui K (%) 69.830  0.525
ping  FIFEMEE (GRS ERATSLHE S 69.966  1.534
jun FEHEW (HERBEREHREBRE) 70.101  0.929
da AT 70236 0.000
feng N3 F W REE (PUEFEEFR L M4 2 ) 70370 2.077
shi FRASEFRMRR CRET TR X g mat 4% 50) 70.504  1.808
wai  4b 70.638  0.000
zhing  KEHK (#L%) 70.772  0.749
sh Vi 2K i P BT ( B\ A o O A A B A T ) 70.905  1.958
dian B JER B E R EIE (4 3540 A F O 3 A 4 e ) 71.038  1.061
qt HMEEMARZEN (ERAEEZERERLEHIHME) 71.170  1.647
gan  RRECEEATAT (e i 24 ) 71302 1.695
xido  EBKHE (FR) 71433 1.442

jitt HAGE (RERHE) 71.564  1.234
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Pinyin Character(s) Cum. % Entropy
jié SN ERERE (BTN EEHTEERE TS EREEE) 71.694 1470
fan RE (&) 71.823  0.154
bing W (H#xr) 71952  0.927
ge AN BT B 72.081  0.655
bi b EEARER (b B h it 22 A B A SR L) 72210 0.821
qué  HFAE (BAEEETER) 72337 1.092
wén XS ((F 1 B ] BA B AR A0) 72463 0.599
fa * (%) 72.588  0.000
zn  E 72713 0.000
ting  WI)T (FTREHEIR) 72.838  0.186
jing A 72962 1.020
sT HrE) AL L2y (B e WA 2807 Ik 44 SR FEAR 1 4841 73.086  1.743
hou & 73.209  0.000
fang K 73.331  0.000
bié BlOCERE) 73.453  0.000
IE fAH (#H) 73.575  0.431
zheng EFHEITE E/EHERESEER) 73.696  0.930
wit TR (REHEABEREYBELRL) 73.816  0.049
yu g PR (& RIER B E AR E B A T s A AL ) 73.936  1.936
xiing MEEFSHRE (HEREZ MM TaEEHE) 74.056  1.580
dio  REIBEE (#HFHEB) 74175  1.237
wang Z2HKEME (AE) 74293 1.568

bi S 3 S DA BE R W 2R S R (Db I R T U B T AR 15 BT BB 74409 2.301
SR B BE GRG0 B m R R PR B B RSB M A R N B RO L BB L
AR B R R BB B AR

xi AR 74.525  1.508
liing ERWHIEE (BHR) 74640  1.367
ci KRR (T #1855 ) 74754 0.516
che T (##E) 74.867  0.000
du AR (PELRFR) 74980  1.016
ke PR AR R (AT 57 3 49 52 v 200 BR AR T o] 48 BE 4 S 27 S 9 2 ) 75.093  1.108
dong  RA (RAKEERGHLHEK) 75205  0.598
tido A (B HEWEEEH I EMIEE) 75316 0514
bai BHEAM (EHE) 75427  0.686
lian  BREB R R CERRREARTERET BRaFB) 75.537  1.474
nan  EEEW (k) 75.646  1.529
xi Fakg (4 [[SK e E SR ) 75754 1.514
jing  FEEABERHFLEF (EEREAGERFRIEER) 75862 2.721
jie TG S A HREFE R YR A R ) 75.969  1.344

wan I (B AHTET ) 76.076  0.795
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Pinyin Character(s) Cum. % Entropy
shan LB AIAS (RN SO 78 AL & JE Y st 2/ BE % ) 76.182  0.331
tai KK (AR BR SRR AR ) 76.288  0.796
qing W (EREEE) 76393 0.217
hue & (Fo) 76.498  0.000
i = (HRE) 76.603  0.000
lin KGR (X8 ] i 28 4 A48 R e 0 0 U B R S B B ) 76.707  1.188
chi vz ke (RS g A RO AN S B 28 ) 76811  0.232
xi 2B (4 AEACH BB B 2 4 B T R 48 76915 1313
ke W E AR (BrE BRI E R MR EER) 77.019  1.850
méi E84 (%) 77.122  0.906

S

A

yu 58 8B ERAMREMBAETE CEAMBEMHFANETESF 77224 3.128
W5 £F 5 1B A A5 K B A5 TR OB B W MU A B B R
£ T 4% B BE L i e R L TR 3R )

@

L&

gud  RE (REFEKER) 77326 0.179
dao  B|¥ 77.426  0.086
bao  WEWEY CRelPEE) 77.526  1.606
kéu © 77.625  0.000
huo  BAREAR (B EREEEM CEES) 77723 1273
fei e 0E (FEAT AF B 3 TF A R HEBRAEAE) 77.821  1.026
guang Ot (BEBESLAEAL# ) 77919 0.000
mén [T (41T ES) 78.017  0.000
chuan & (Highr) 78.114  0.987

fi FRAR A5 R W8 T IR (48 0 05 (SRR % 06 X R ) A IRk 3037 i # 78.211 2912
F 5 W AR YO A G B B AR R B )

Xa FHRETE CEFE AT E A REFRSEEEEAE) 78.307  1.380
zong & ({BAFEAZE) 78.403  0.000
ling 44 (48) 78.499  0.260
dé B (48) 78.594  0.331
nin " (&) 78.689  0.000
jiang  KIBEZRE (ILEBHEH) 78.784  1.139
Jin RAVKE % (BEEERREHEE W) 78.879  1.592
gang  WIAR B 4R & (FTAT AL S 48 48 6 41 ) 78.973  1.531
dou S} HE (EEEEEEMES) 79.067  0.683
wei ;ﬁgéﬁg% (PEZBRBIE L F AR o g M R B F PO AEAE 79.159 1816
Ry R it

z T ([T B s BB R A R A Bl A A A MG 79251 0328
b Rk L)

za0 WEELRE (RHEEEE) 79.342  0.663
zhin B SH (PRENEE) 79433 0.363
mu BERAEHRBEE (FEBATHELES) 79.523  1.774

chang 3%) (¥ WR) 79.613  0.999
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Pinyin Character(s) Cum. % Entropy
zu SARPH (FHAHL AR ) 79.702  1.246
lin w (&) 79.790  0.000
Xt ¥ (A BT 4 79.878  0.000
gan T (FE 44 ) 79.966  0.000
di W ECE R (K ERR IR ERE ) 80.053  0.583
zhd # (fpes) 80.140  0.000
néi woCAR) 80.226  0.000
shou ZRELHE (FEHEN) 80.311  1.303
gong BT (F) 80.395  0.427
géng K 80.479  0.000
nong  RIK (IRARERIRAR BEEAR) 80.563  0.413
qin R (ZREHELZE) 80.646  0.866
an R RE (FHE) 80.728  2.014
hus  kbk (F4k) 80.809  0.876
ying R REL (ARE DU E SR MR g SR %) 80.890  0.962
gou AN (4IRS HE R ) 80.971  0.971
wan 7 (DU & B0 i Er ) 81.051  0.000
sul FEENEE (HEEFRPRE AR o M ) 81.130  1.994
z THES (FEEFLHIEL) 81.209  0.820
qu X 4 3% ARURHE oy ol A o B 30 ok ik B 2 i B 4B ) 81.288  0.584
duan Wi BB (BB ) 81366  1.330
ma Lk (EYF) 81.444  0.065
li BN F R 81.521  1.831
vang  TREGF ek G b B 18 0a 35 47 5 e 76 4% ) 81.598  2.091
fu iR S A 43 8 of 7 AR 81.675 2.531
fen M AR (s 81.752  2.162
qia SREk (IR 20 L 8RR 8 S AL 9 ok ) AR R R LR Al ) 81.828  0.942
i B (40) 81.904  0.000
jia T WK (AL R ALAG ) 81.980  0.654
jidn ggg;ﬁ‘\ﬁﬁi%%m ( 3 B 4F] 3 50 2 2 W R AV F 1 [ i L B 82.056 2.309
gu KR A AR (U BT 2 T R R BB R B ) 82.131  2.264
Xié B (%) 82.205  0.310
qiang  BEIE (EREEEEAH) 82279  0.747
bio  REEW (?%W%’@‘é%) 82353  1.225
zhang KEN (YEEEIEREEERESH) 82.426  1.023
ai % A5 i (x“%ﬂfi@—iﬂﬁﬁxﬁ%i%%ﬁ% T8 ) 82.499  0.412
guo it 82.572  0.000

guin g (EEEEfEE L) 82.645 0.716
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4.2 Zero-Entropy Pinyin

Table 2 provides a detailed examination of practically zero-entropy pinyin, filtered to include only
pinyin sounds with a frequency of at least 1%, resulting in a list of 213 pinyin. This threshold focuses
on the most common and practically relevant pinyin for language learners. These pinyin are calculated
to have an entropy of zero based on data from the Chinese Character Wiki, indicating a one-to-one
correspondence between the pinyin and a single character. This makes them highly predictable and
unambiguous in their usage. To ensure comprehensive coverage, the list includes rare characters from the
AR XGE B F FJ7 dataset, provided in parentheses, where no frequencies are available in the Chinese
Character Wiki dataset. While some pinyin may not be strictly zero-entropy due to the presence of these
rare additional characters, they are considered “practically” zero-entropy from the language learner’s
perspective.

These zero-entropy pinyin offer an excellent starting point for educators designing Chinese language
curricula. Introducing these unambiguous sound-character pairs early in the learning process allows
students to build confidence and establish a strong foundation for more complex character recognition
tasks. This approach aligns with instructional strategies that emphasize early successes to motivate
learners (Lightbown & Spada, 2013).

Table 2

Practically Zero-Entropy Pinyin with a Frequency of at Least 0.01%

Pinyin Character(s) Percentage  Pinyin Character(s) Percentage
le T (%) 1.802 san Z (B 253H#) 0.181
wo # 1.390 hui B (B ey 3 4R ) 0.177
ren A (ZEEH) 1.010 g&i 4 (#) 0.171
zhe X (FEHATIE REAEBE) 1.001 wén B (EXEH) 0.170
lai & (Rok bk SRR HAG) 0.871 shui 7k 0.169
da X 0.694 er — (RfER) 0.163
shus %t (57) 0.613 ming @ (%) 0.162
me 2 (BE) 0.482 dang % (44#4%) 0.149
guob ( W 5% 4 A e R B ) 0.384 déng % (B) 0.148
hio ¥ () 0.363 bén A& (K&EHM) 0.139
kan & (R A ) 0.362 da iT 0.135
xué  F (RNE R EE) 0.338 wai 4 0.134
néng  # 0.335 fa * (8) 0.125
ba £ (54e) 0.319 zn K 0.125
guo It () 0.310 hou  f& 0.123
yong A ({d) 0.298 fang & 0.122
fa k(%) 0.289 bie  F (ERE) 0.122
min R (IR 2B BUE 4R ) 0.280 che  F (##E) 0.113
o & (HEEHHEEE) 0215 huo & (fn) 0.105
r L 0.195 ti (e 0.105
liing (7 6 4 4 ) 0.193 kou H 0.099

ou & (#) 0.190 guang f (BEeRStbbet &) 0.098
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Pinyin Character(s) Percentage  Pinyin Character(s) Percentage
mén [ (HIHIPER) 0.098 tuan W (L EAEE) 0.053
zong K (BHERIE) 0.096 pin & () 0.052
nin ® () 0.095 kong & (UR{EEE R 0.051
n % (%) 0.088 cin A (#E5%) 0.048
XU Y (R BB =1 2) 0.088 mi K CBKEE TERCE FRAR 35 ) 0.047
gan T (B AFF4H) 0.088 i N (AR 55 o R e Mg 2\ ) 0.047
zh¢  FH () 0.087 mi k£ (HE¥H) 0.046
néi W CFR) 0.086 shou Ik 0.046
géng B 0.084 zhudn %% (#3#) 0.045
wan 7 (GUf & W &0 M en ) 0.080 zéin g 0.044
i H (471) 0.076 tig 2 (EEE) 0.044
guo I 0.073 béi 4k 0.043
shio 0.071 tou =k 0.043
ni 7 (FR) 0.068 ye 2 0.040
nti % (4%) 0.068 kil = 0.039
nti 7 (4%) 0.068 déi 5 0.038
tong i@ () 0.067 guing )~ (¥7) 0.038
na £ (BEHA) 0.067 huai 3 0.037
ci i 0.067 cdo  E (M) 0.037
a () 0.066 zui (%) 0.037
e (R TEBAR ) 0.066 zéng M (YMBFRBEL  0.036
gii &% 0.065 7))

shui i (FEHE) 0.064 sui B (RZTRH&) 0.036
gii % (BEEZLE) 0.063 chuan % ()W) 0.036
bai  # 0.063 bu  f 0.033
gi¢  H 0.063 su 0.033
yuin i (%) 0.062 zuod = (&) 0.033
i X~ (FEEEEH) 0.062 zhdo & 0.033
min % () 0.062 sut BO(JREE L R ) 0.033
ya i 0.061 tui (X kdE) 0.032
ré g 0.061 kao ¥ (#HE) 0.031
gio & (EHEHFEEEE) 0.060 wen B CEEAEMAEEAE 0030
pio 0.059 At )

rang ik (3%) 0.058 qing 1% 0.029
si 3t 0.056 xu¢  F (#) 0.028
liin b (SRR E) 0.056 han v (F7AE) 0.028
hai i (EEFEER) 0.055 cin  ff 0.028
Zhin & 0.054 léng A 0.027

zhéng % (4R) 0.054 ding T (SETTAT 85 ) 0.027
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Pinyin Character(s) Percentage  Pinyin Character(s) Percentage
you K 0.026 ren A 0.017
chuang 2 () 0.026 niang % 0.017
qn ¥ 0.026 ou K 0.017
guai 1§ 0.025 tio it (&) 0.017
shéng & (%) 0.024 zhui 8 (A4 08 49 ) 0.016
chi  #7 (HAEEE) 0.024 nia 4 0.016
zhua 0 (REAEEZ) 0.024 na () 0.016
kin W (#F) 0.023 shun it (% 5% ) 3% ) 0.016
sha % (BEFER) 0.023 mo 0.016
chuang & (&) 0.023 tui B (R ) 0.016
réng A1 (#) 0.023 duan 3% 0.016
dong & (F%) 0.023 lang R (E#E) 0.016
que R (KR 0.022 tui WB(HRBRR AR 0.015
niang 0.022 ntl % (E%) 0.015
shao 0.022 shan [ (PR35 8P [k ) 0.015
luan  #L (4L) 0.021 shan |4 (k) 0.015
bian & 0.021 xia S 0.015
cai ¥ (REL 0.021 huan Wk (JEEEZERE) 0.015
xué A1 () 0.021 chou # (4B %) 0.015
nan 0.021 jie ) 0.014
bido A (MEPBERIEN  0.021 dui 3 (&8RG) 0.014
£ B B B R R 42 R I fou & (&) 0.014
") ha % (4) 0.014
xuin % (EIE) 0.020 o = 0.014
tai j: 0.020 ai 0.013
du X 0.020 péng A 0.013
si B 0.020 rin  f (HEH) 0.013
pa & (\EAALSE) 0.020 wou A (BB ES) 0.013
bai  H 0.020 giong F (EEIWBLBRELE 0013
chin & (##E%) 0.020 BHEIRH)
nong 7 0.019 fen B (EIE) 0.013
duin 4% 0.019 an 45 (B 0.012
tou & 0.019 ou A (4) 0.012
tai H (e BHEHAR TS 0018 di # 0.012
E S xing  EB (4#) 0.012
yin B (FHHEHEE) 0.018 han 8 (EE) 0.012
méu K 0.018 s A 0.012
daio JJ mﬁ‘m;%wm 0.017 - " 0.012
le S5 (Bl 0 o) 4 4 0.017 bi B (%) 0011
yeé 2 () 0.017
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Pinyin Character(s) Percentage Pinyin Character(s) Percentage
nidlo & (REHE) 0.011 hii B (e rgE ) 0.010
rén B (REA) 0.011 pan  # (AR BFEE A R RN A ) 0.010
nao i (EFER) 0.011 quan B (£E) 0.010
kuan % () 0.011 pén & (&) 0.010
song AR (&M AELIA R ) 0.011 nai 7 0.010
cii MOER) 0.011 nu S 0.010
ma 5 (T E EE) 0.011 féi AECHEE) 0.010
ou B CEE GRS ERE 0011 nuan B 0.010
g san # 0.010

sud 45 (EFRRREEW  0.011
RGN

4.2 High-Entropy Pinyin

Table 3 presents high-entropy pinyin with a frequency of at least 0.1%, highlighting the most ambiguous
sound-character relationships in common Chinese usage. This threshold includes less common but still
relevant pinyin, capturing a wider range of complex phonetic relationships while avoiding extremely
rare cases. The four highest entropy pinyin are “x1”, “ji”, “yu”, and “fu”, with “x1” topping the list at an
entropy of 3.276. This entropy value is equivalent to having approximately 10 equally likely characters
(273.276 = 10). In practice, it corresponds to 18 commonly used characters such as 7 (west), &. (rest),
Z (hope), and others, along with an additional 45 rare characters. These high-entropy pinyin illustrate
significant ambiguity in sound-to-character mapping, reflecting the rich complexity of the Chinese
writing system.

Our entropy-based findings complement and extend previous research on orthographic transparency
in Chinese. Studies by Siok and Fletcher (2001) and Ho et al. (2003) have shown that characters with
higher transparency are easier for learners to acquire. However, these studies often rely on binary
categorizations, which may limit their applicability to diverse educational contexts. In contrast, our
entropy measurements provide a finer granularity for predicting potential learning difficulties by
assessing predictability on a continuous scale. High-entropy pinyin identified in our study align with
what would traditionally be considered “opaque” in orthographic terms, but our method enables ranking
these challenging sound-character relationships, potentially informing more targeted instructional
strategies (Lin et al., 2019; Tseng et al., 2023) over a 6-year period, in the relationship between character
reading ability and orthographic awareness in Chinese from the first year of kindergarten to the third year
of primary school in two separate samples: the kindergarten sample of 96 children was assessed three
times in the first, second, and third years of kindergarten (K1, K2, K3. Identifying zero-entropy pinyin
provides a data-driven approach to recognizing highly transparent orthographic units, potentially refining
how characters are introduced in curricula.

An interesting observation arises with the neutral-tone pinyin “shi”, associated with characters like
& , % , 5% , and others. While many of these characters are not typically pronounced with a neutral
tone in isolation, they frequently appear with neutral tones in common multi-character words (e.g. &
[haishi], & # [gushi], £ 52 [jieshi], i&i& [shishi], A 35 [rénshi], and 47+ [hushi]). This underscores
the importance of considering character pronunciation within the context of word formation and natural
speech patterns, rather than in isolation.

The high-entropy pinyin highlighted in this analysis present challenges for learners, requiring a
nuanced understanding of context and usage to correctly identify the intended character. However, they
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also offer opportunities for developing advanced language skills, particularly in character recognition
and contextual comprehension. Focusing on these high-entropy pinyin can enhance learners’ ability to
disambiguate characters based on context, a crucial skill for achieving higher levels of Chinese language
proficiency. Future research could empirically test the effectiveness of incorporating this entropy-based
approach into language learning curricula.

Table 3
High-entropy Pinyin with a Frequency of at least 0.1%

Pinyin Character(s) Percentage Entropy

X BEARAAEAE S AR (EER AR EEERE 0140 3276
BB 28, 6 B R 0 (B 406 B 5 AR AU B R 7 0 4
EABAR A 1 )

i AHEAHRRARENTR (EHEREAKEEREEME 0360 3225
405 2 35 o1 B 0 5036 A R LB B ST IR B
5% )

yi SEHFHBEACMRENEETE GEARBRERESE 0102 3.128
VAR A T A TR L R A
590 4 B B2 L0 0 A R AR OB )

R ERAEEAREEAS (EHRE BRI RN A 0158 2,969

HE N )
jing HEBRTHAHALE (EERENFEERFHELHR) 0.108 2.721

jT ML AR 8 S LBV (FIE B EILALE A ESL 0352 2.624
&%gﬁ%%%ﬁﬁﬁ%%%ﬂ%%%%%%%%%%%&%%
W)

ju FEAR EEREEEE (EEREEEEEEBEERBEELE 0173 2.610
SESE R AE)

li ARG FERTEG (RAEESERAREESMEgE 0451 2.592
WA R 45 5 0 T 75 MR 4 58 30 B R Bk L M 3 B AR SR REAE AL )

yi BEX WG R LM EF BTN EIHE, (RARTHREERE 0566 2483
IR 31 RE (kB FB X R Y 05 B N R4S B R R B AR AT R IR
35 B S5 AT S WA A 4R A SR M T LB A R B T 2

jian [ LS| AR SR AT B S e (AR R R 0419 2.402
A S mERETH A B A A )

yuan ERTEEEZSG R (RERERZEETHEEGEMABESL 0298 2.384

BEE)
yan BRI R PR AAE (O 1A 42 4 (5] BT PR EE 8 AL AR B A R AE ST ) 0.167 2.370
zhi Z Rt LA Z g Bt (FE AR JEHE 4k & 58 AR AR B 38 1 ) 0.436 2.364
shu  BRARR KB (K85 R ORATE R B E ) 0.264 2.346

ji RENER AT RBESR (CRFERBR REBZARL FEW(EmE 0288 2313
A3 s B B AR JOR ALY 4B B BE )

zhi HERFEE RPN CRREHPRHEIFRETMEMNZEE 0303 2.305
EMAPERERRE AR EAGEBAES R SE%EETR
Bri)
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Pinyin Character(s) Percentage Entropy

bi SO EE T A B W SR (Ll BRI IR AR B AR S E R 0.116 2.301
SR g B B4 68 0 BB P B BE B EE R A0 R A B R R R R
BRI AR R E IR SRR AR )

shi REIRXPENBL LR (B) 0.160 2.254
zhi HARE AR ({5 B0 48 20 B 23 W ek 18 ) 0.145 2.111
feng  ME FEREE (PUEF Y FR L L 42 ) 0.134 2.077

jian AR RSO R FORFTAT AL (kA A M B AR B L R ke 0219 2.047
FE P B B R R BT 2R E)

shi Bt SE+ R A B Al (b o o A 3 it o g i R 4K ) 0.918 2.009
wei AR TRERERE (BHRHMEBS A TEREREESESE 0399 1.961
HEer)
shi Ui 2K i P BT ( B\ 400 o 50 A A B0 A I ) 0.133 1.958
xian B REMREE R ZWH (RBEICW AR RE HE) 0.400 1.949
dai  ARWHRSE (RELHBBER NI LR E ) 0.244 1.938
béi  WETIEEN (SRS sl B s o E 480 ) 0.187 1.936
yu EETWHFRNY (&R 5 E R 55 B0 A0 10 0% A ) 0.120 1.936
jin SR ETHTE (B4 Hm) 0.142 1.920
qng  HEREMEAE (HWEEREE) 0.163 1.915
ke TEZR (BraB B RRARRAEER) 0.104 1.850
shi B RAEF BB I (RT3 X SR¥E e 47 66 4% 0.134 1.808
zhéng  FEHGEERE# (WigE) 0.332 1.798
wéi N ERE R AR (3 MEIT R N AR E A AR AR E AR O ) 0.242 1.798

qi H A5 Al (2 A7 s Bt r a0 A 8 s ol & B e R 3 UK 8 0.142 1.777
BT R ok T B B R 0 T A R )

you [ AR R (R b Ik B B i e Ao T N 2 i O A 7k ) 0.181 1.750

sT H &) BAL 22 Pl (B voh WA 55 2 R A4 60 REATE AR AR ) 0.124 1.743
bian  TFERMAHESE (FFTAETEET BAER) 0.207 1.729
jiao W R R (B B R B R R 0.275 1.728

shi BT XL FUAHREE R R GFLH R (R EFERIE 2208 1.704
HAREZ BRI A e A )

gan  RREGEATAF (M ek & 2 47) 0.132 1.695
hua  EfRRIEAHE (EHEE) 0.325 1.680
jig LM R PR T AR 22 ) 0.224 1.650
zhu R RBEPASE (FEFRCAAEEE L FHBEELESF I 0.166 1.648
SR B FTREAR )
q WMEEHAEEN (BERAFEEZERERLEHIHME) 0.132 1.647
ba EESEERIE 0.289 1.640
xing MM EM (THEFEER) 0.141 1.606
xidng MELME (HEEYL JMin g Eme) 0.120 1.580

ye b 7 AR (3 R A S R M BE A ) 0.206 1.576
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Pinyin Character(s)

Percentage Entropy

wang
zhi
she
Zuo
di
shi
ping
nan
gong
qi

Xi

xi

lian

jié

chéng

jué

chang
xiao
ban
zhong
jing

shén
ma
shén
liang
jie
dan
guan
hé

xi
xing
jin

zhan

PHASZE (IiE)

RAgE4cht (5 R B 3 AL AR B ARAR AR 4 )

AT e (REUBRSERLER)

TEfR A (3 m BEVEFEREVEFEIE )

Wy 55 T 2 A (3 R AR W R IR A Y A SRR SR )

fese e IR (R KBS

AP AR (HEIPELAT R B BB

B ()

NLTHRIE 5 (MR EE)

ABFARNY (ERLRELEMELITERE)

Faxkg (7 RS RmEEE SRR H)

TR

FRFEEE (ER R rEiEs)

BXIE P BT R (R R R et R e R RS S )
%%%%ﬁ%%%(%%%ﬁ%%%%%ﬁ%%ﬁﬁﬁ%ﬁ%%
7 )

FRAZ AR T S (7B AT AR A0 B2 32 A0 N2 o A7 )

P de YRR (0B R VR B BB B O A 2 B R T
RSB SR T BT S B )

W% BREFE (B TLE K EEBEEENZIEBEZILE)
KEpteely (2R ERHE)

EHRH (F)

AP AR (2R R4 )

HAE A (R E )

ZAREREREEE (KHRFCEREE L ERA )
FMOR RN (& E A4 B ee B € g )
SRS (REMEBS EREZBNGEE)

WA R R ()

s (f)

By (Rl

FAE AR CREFE T804 A 28 )

EREXEEER (GHEREEFEEERHAER)
KXWEH (TEZHGBREE)

et s (AP EAEGKLT ESERMBEREHGBE
BB E)

A ERE (GREAE BB & 5T % k)

THRRR (ARG R E )

PHIREEZE (FRYEAGENEZRTER)

Bk b (B ARE)

D4 LH (B8 RYLEH)

0.118
0.315
0.245
0.504
0.470
0.232
0.136
0.109
0.455
0.224
0.108
0.116
0.163
0.110
0.130

0.377
0.172

0.212
0.192
0.131
0.151
0.199
0.246
0.173
0.198
0.146
0.496
0.115
0.107
0.185
0.184
0.776

0.104
0.263
0.319
0.232
0.321

1.568
1.561
1.544
1.540
1.540
1.535
1.534
1.529
1.528
1.525
1.514
1.508
1.481
1.474
1.470

1.466
1.464

1.454
1.443
1.442
1.434
1.421
1.408
1.407
1.376
1.371
1.369
1.367
1.344
1.338
1.327
1.326

1.313
1.287
1.282
1.272
1.269
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Pinyin Character(s) Percentage Entropy
dio  FEIBEE (FHEK) 0.119 1.237
jin FLAIE (REHHTE) 0.131 1.234
t@a ft v B (IR AR AR ) 1.409 1.228

Iu BIEERER (RERERBBERERZIHREEHKELTHR 0156 1.209
Bowk SR BRI R B EE)

sheng A A4 (A AE B A RE4E ) 0.446 1.204
xin  CHFRFGE (BEWTKF ) 0.328 1.203
lin T AR ()68 | 37 28 1 R i B 4 U S S B ) 0.104 1.188
yin VR 5 IR AR (B0 T VR o P v IR SEE A T A A A [ B A 4 B ) 0.163 1.129
ke R AL B (AF] o7 2 47 2 vk 200 AR AR oA 4 FH 47 5 B 3 9 2 ) 0.113 1.108
cai At # (B) 0.170 1.095
qué  HFE (BAEEETER) 0.127 1.092
kuai  2HRE (Brein sl e st ) 0.151 1.091
ti AT (LR S TR 3R 4R R 1% TR AR 4% BB RR AR A% ) 0.194 1.069
dian & 5B R MANE (o 5B Ak & F R4 g s g ) 0.133 1.061
ren  fEIAH (T S0AE B AT AR TR B T FI A ) B A A A AL AR ) 0.149 1.036
yi DLEAT U (2305 T 405 b B8 R SRR AL M I 42 8% ) 0.505 1.025
jing ZEE 0.124 1.020
du BEHERE (PELHER) 0.113 1.016
xian  SEELAIR (BREEA TR S AL H &) 0.145 1.013
xiang AR R WA () 0.221 1.011
ming B4 (4% EZEEEE R %8R 0.163 1.011
ne VR, 0.276 1.000
dio  F|EEERHRE (FEBEERANZ) 0.799 0.999
jia FKAnfE KA (P72 i 22 Jon 3 30 0 5 B2 4R 56 R BB ) 0.401 0.997
gen  ARIR 0.166 0.991
shou  FEHF () 0.199 0.938
zheng 4T R E/E# S BEBUIS4HE S %) 0.121 0.930
jin  EHEEH (HEHRHEBREYHEERE) 0.135 0.929
bing i (Hur) 0.129 0.927
zhen  EAHOT (T BBRWIN BRGSO R A HEE A E ) 0.154 0.906
méi  EHHE (Hx) 0.103 0.906
bu FE AT (BRI H Y ) 1.676 0.891
gé HERE (BEEERREMERS MAEWRIEE) 0.156 0.883

yi TasRWAERY (57a0amE S amBRl ZmrilKK 0250 0.864
A A AT B AR B TR ST A T TS AR AT ML AT )

li B A (ZvE A (E 4 T U A A A M a4 ) 0.627 0.851
bi BT B (bR e ot 2 A A T A SR A ) 0.129 0.821
quan AN EE (AR EHAMBELARGARLBBREHAE) 0.204 0.804

tai KK (FRARFRBR SR AR ) 0.106 0.796
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Pinyin Character(s) Percentage Entropy
wan  SEIAL (LS ) 0.107 0.795
qidn  FIEREH (LEBDIROFERAB ) 0.269 0.787
yan  ERIEAEAT (AR B8 B JE B K i 4 4E O AR T R SR ) 0.158 0.780
dul PR (O Al Pk RR S SR A L T ) 0.388 0.773
zhong P AGR (R B4R G AP R 8 8 0 o ) 0.341 0.765
zhang K E ik (#ALE) 0.134 0.749
si VOGRS B AE B4R A WL P AR AR 4 2R R AR ) 0.152 0.733
de HE (&) 5273 0.727
xidng MEWHME (MHREEMEE) 0.330 0.698
bii BEM (%) 0.111 0.686
hai T (HE) 0.427 0.665
ge ANFET 8 0.129 0.655
bian W4 (R4 5 Rk 4R s 1) 0.139 0.641
wén  SCE S0 (1 BCE ) B BUAH g A 0.126 0.599
dong KA (RASHEREEBEK) 0.112 0.598
ér i L (R A o ) 0.243 0.592
méi R B E M (SO G % 98 B R AR I B S A 5F ) 0.365 0.588
you X EYEE (b mE Y REF R ) 0.328 0.570
gé MNE (HIHEE ) 0.808 0.568
zi BF (FRuEHSH) 0.320 0.548
fen  2OAD (FEBRFELWM9) 0.157 0.526
zui xR (%) 0.139 0.525
ci KRR (I #1855 ) 0.114 0.516
sud  FrEBIB (i aHE) 0.165 0.515
tido B (B WA 5 SR k) 0.111 0.514

4.4 Implementing entropy-based learning with Pleco flashcards

To translate the theoretical insights of our entropy-based analysis into practical learning tools, we
developed a set of flashcards compatible with the Pleco Chinese dictionary app—a widely used
platform among Chinese language learners on 10S and Android devices. By integrating our findings into
interactive flashcards, we provide learners and educators with tangible resources to directly apply the
concept of entropy in language instruction.

4.4.1 Zero-entropy flashcards

The first set of flashcards focuses on zero-entropy pinyin sounds, as identified in Table 2. These
pronunciations uniquely map to single characters, reducing ambiguity and facilitating easier character
recognition. The flashcards are organized according to the new HSK levels 1 through 6, extended levels
7-9, and an additional level 10 that includes all characters not listed in the standard HSK levels. This
organization allows learners to select decks that match their proficiency, providing a structured pathway
from basic to advanced characters.
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To enhance the learning experience, we designed three types of flashcard tests within the Pleco app:

1. Ear Training Exercise: This test aids students in practicing the transcription of spoken
characters into pinyin. The app plays the audio pronunciation of a character, and learners
input the corresponding pinyin. This exercise sharpens listening skills and reinforces the
association between sounds and their written representations.

2. Stroke Order Writing Practice: In this exercise, learners hear the pronunciation of a char-
acter and are prompted to write it using the correct stroke order. The Pleco app offers imme-
diate feedback, providing hints after a few incorrect attempts and allowing students to prac-
tice writing the character multiple times if needed. This reinforces orthographic knowledge
and enhances writing proficiency.

3. Free Writing Without Stroke Order: This test allows learners to write any character
they believe matches the given pronunciation, without restrictions on stroke order. After
submission, the app verifies the correctness of the character. This exercise encourages active
recall and tests the learner’s ability to produce characters based solely on auditory input.

4.4.2 High-entropy flashcards

The second set of flashcards targets high-entropy pinyin sounds, as detailed in Table 3. These
pronunciations correspond to multiple common characters, presenting a higher level of ambiguity. The
flashcards are organized by the number of associated characters:

e High-Entropy 2: Pinyin associated with exactly two common characters (e.g., “bing”
for Jf [and] and 74 [illness]).

e High-Entropy 3: Pinyin associated with exactly three common characters (e.g., “bai”
for 1 [hundred], £ [place], and 41 [cypress]).

* High-Entropy 9+: Pinyin associated with nine or more common characters (e.g. “shi”
for /& [be], 5 [matter], tH [world], 77 [market], and 16 others).

These flashcards are intended for self-review, enabling learners to focus on differentiating between
characters that share the same pronunciation. By studying these high-entropy sounds, learners engage
with the inherent ambiguity in Chinese phonology, improving their ability to disambiguate meanings
based on context—a skill crucial for advanced language proficiency.

4.4.3 Integration into teaching practices

The implementation of entropy-based flashcards in the Pleco app exemplifies how theoretical concepts
can be seamlessly integrated into practical teaching tools without requiring learners to have explicit
knowledge of entropy or predictability. Educators can incorporate these flashcards into their curriculum
to implicitly guide students through phonetic complexities, tailoring instruction to address specific
learning difficulties associated with sound-character mappings.

For instance, starting with zero-entropy flashcards allows beginners to build confidence through
unambiguous sound-character associations. As learners progress, introducing high-entropy flashcards
challenges them to utilize contextual cues and deepen their understanding of character usage. This
graduated approach aligns with pedagogical strategies that emphasize scaffolded learning and supports
findings by Liu and Wiener (2020) on leveraging homophones to facilitate lexical development.
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4.4.4 Accessibility and demonstration

To ensure ease of access, a flashcard text files has been prepared (https://tinyurl.com/3zec568r) for direct
import into the Pleco app, which features built-in dictionary, audio, and handwriting functionalities
conducive to interactive learning. A demonstration video posted on YouTube (https://youtu.be/LLTm2bo

pDA) accompanies this paper to help guide users through the process of importing and utilizing the
flashcards.

5 Conclusion

This study introduces an entropy-based approach to analyzing sound-character mappings in Chinese
and demonstrates its practical application through the development of specialized flashcards for the
Pleco app. By quantifying the uncertainty associated with mapping sounds to characters, we provide a
systematic way to identify and categorize characters based on their phonetic uniqueness. This data-driven
method offers a unique perspective on the relationship between phonology and orthography in Chinese,
potentially informing both pedagogical approaches and linguistic research.

Our analysis highlights the complexities of the Chinese writing system while offering a structured
framework for understanding character-sound relationships. The educational implications of this entropy-
based approach are significant. By providing a quantitative measure of character-sound relationships
and integrating these insights into practical learning tools, this study offers educators and learners
new resources for curriculum development and self-study. Lessons and materials can be structured to
progressively introduce characters based on their entropy values, potentially leading to more efficient and
effective Chinese language instruction. The use of Pleco flashcards enables an interactive and accessible
means of applying these concepts, enhancing learner engagement and reinforcing key skills in listening,
writing, and pronunciation.

Several limitations of this study should be acknowledged:

1. Empirical Validation: While our approach shows promise, the efficiency and effectiveness
of this method for enhancing Chinese learning have not been directly tested. Future research
should include empirical studies to evaluate how the entropy-based mapping, implemented
through tools like the Pleco flashcards, impacts learning outcomes.

2. Data Sources: The analysis relies on character frequencies from the Chinese Character
Wiki, which may not perfectly reflect spoken language frequencies or regional variations.
Future research could utilize alternative spoken corpus data to refine entropy calculations
and improve the generalizability of the findings.

3. Focus on Individual Characters: The study primarily focuses on individual characters
rather than multi-character words, which are prevalent in modern Chinese. Contextual cues
in multi-character words can significantly modify the underlying probabilities of possible
characters. Extending the analysis to include words could provide a more comprehensive
understanding of language use.

Future research directions could include:

1. Developing and Testing Learning Strategies: Creating and evaluating specific
instructional strategies based on the entropy of character-sound relationships, assessing their
effectiveness relative traditional teaching methods.


https://tinyurl.com/3zec568r
https://youtu.be/LLTm2bo_pDA
https://youtu.be/LLTm2bo_pDA

88 International Journal of Chinese Language Teaching 6 (2)

2. Extending to Multi-Character Words: Analyzing entropy at the word level and exploring
how character-level entropy relates to word-level comprehension, potentially leading to the
development of additional learning modules or flashcard sets.

3. Integration with Other Language Learning Aspects: Investigating how an entropy-based
approach might be integrated with reading comprehension or other aspects of language
learning, and how educational technology platforms like Pleco can facilitate this integration.

In conclusion, this study offers an innovative entropy-based approach for analyzing sound-character
mappings in Chinese, providing a quantitative framework to assess the ambiguity or predictability
of these relationships. By leveraging entropy calculations, we quantify the uncertainty associated
with mapping pinyin to characters, offering new insights into the complexities of the Chinese writing
system and tangible resources for learners and educators. Unlike traditional binary classifications of
orthographic transparency, our approach captures a continuum of predictability, which better reflecting
the nuanced challenges learners face. This entropy-based perspective allows educators to design more
effective curricula by focusing on characters with lower entropy to build foundational knowledge,
while progressively incorporating more ambiguous characters as students’ proficiency develops. Future
research should further explore how this method can be applied and evaluated in practical educational
settings and its effectiveness in enhancing Chinese language acquisition.
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